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Factive and non-factive verbs (1)
The contents of the clausal complements of factivity verbs project over entailment-canceling operators (Kiparsky and Kiparsky, 1970)

(1) John *knows* that Mary is successful.  
⇒ Mary is successful.

(2) a. John does not *know* that Mary is successful.  
    Negation
b. Does John *know* that Mary is successful?  
    Question
c. If John *knows* that Mary is successful, ...  
    Conditional

Presuppositions do not survive in certain complex sentences (Filtering)

(3) a. If John is successful, he *knows* that he is.
    b. John is successful and he *knows* that he is.

In contrast, non-factive verbs do not imply the clausal complements.

(4) John *believes* that Mary is successful.  
⇒ Mary is successful.
Factive and non-factive verbs (2)

- Factive and non-factive predicates show different entailment patterns wrt NP-complements of the form the $N$ (Vendler, 1972; Ginzburg, 1995; Uegaki, 2016)

(5)  
  a. John \textit{believes} the rumor that Mary came.  
      $\Rightarrow$ John \textit{believes} that Mary came.  
  b. John \textit{knows} the rumor that Mary came.  
      $\not\Rightarrow$ John \textit{knows} that Mary came.

- Here, $N$ is a non-veridical content noun, such as \textit{rumor}, \textit{story}, and \textit{hypothesis}.
- But, if $N$ is a veridical content noun such as \textit{fact}, the factive verb \textit{know} also licenses the elimination inference:

(6) John \textit{knows} the fact that Mary came.  
    $\Leftrightarrow$ John \textit{knows} that Mary came.
Summary of inference patterns

Entailments (⇒) and presuppositions (▷) associated with the factive verb *know* and the non-factive verb *believe*:

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>x knows that P ⇒ P</td>
</tr>
<tr>
<td>K2</td>
<td>x knows the $N_{nonveridical}$ that P ⇔ x knows that P</td>
</tr>
<tr>
<td>K3</td>
<td>x knows the $N_{veridical}$ that P ⇔ x knows that P</td>
</tr>
<tr>
<td>K4</td>
<td>x knows the N that P ⇒ There is an N that P</td>
</tr>
<tr>
<td>B1</td>
<td>x believes that P ⇔ P</td>
</tr>
<tr>
<td>B2</td>
<td>x believes the N that P ⇒ x believes that P</td>
</tr>
<tr>
<td>B3</td>
<td>x believes the N that P ⇒ There is an N that P</td>
</tr>
</tbody>
</table>
Summary of inference patterns

Entailments (\(\Rightarrow\)) and presuppositions (\(\Rightarrow\)) associated with the factive verb \textit{know} and the non-factive verb \textit{believe}:

\begin{align*}
\text{K1} & \quad \text{x knows that } P \quad \Rightarrow \quad P \\
\text{K2} & \quad \text{x knows the } N_{\text{nonveridical}} \text{ that } P \quad \not\Rightarrow \quad \text{x knows that } P \\
\text{K3} & \quad \text{x knows the } N_{\text{veridical}} \text{ that } P \quad \Leftrightarrow \quad \text{x knows that } P \\
\text{K4} & \quad \text{x knows the } N \text{ that } P \quad \Rightarrow \quad \text{There is an } N \text{ that } P \\
\text{B1} & \quad \text{x believes that } P \quad \not\Rightarrow \quad P \\
\text{B2} & \quad \text{x believes the } N \text{ that } P \quad \Rightarrow \quad \text{x believes that } P \\
\text{B3} & \quad \text{x believes the } N \text{ that } P \quad \Rightarrow \quad \text{There is an } N \text{ that } P
\end{align*}

Ultimate goal

1. Build a proof system that derives all the inference patterns given a suitable system of meaning representation
2. Implement it on an automated theorem proving (ATP) system
3. Integrate it with a real parser and compositional semantics
4. Evaluate the resulting system on a shared dataset (‘benchmark’): cf. FraCaS (Cooper et al., 1994)
Factive and non-factive verbs (3)

Factive verbs take *wh*-complements, while non-factive verbs do not. (Hintikka, 1975; Karttunen, 1977; Egré, 2008)

(7)  a. John *knows* whether Mary or Bob came.
    b. John *knows* who came.

(8)  a. * John *believes* whether Mary or Bob came.
    b. * John *believes* who came.
Factive and non-factive verbs (4)

Elimination inferences of \(wh\)-complements (Groenendijk and Stokhof, 1982)

(9) John \textit{knows} whether Mary or Bob came.
    Mary came.
    \(\Rightarrow\) John \textit{knows} that Mary came.

(10) John \textit{knows} who came.
    Mary came.
    \(\Rightarrow\) John \textit{knows} that Mary came.

Presupposition inferences of \(wh\)-complements (Hintikka, 1962; Karttunen, 1977)

(11) a. John \textit{knows} whether Mary or Bob came.
    \(\triangleright\) Mary or Bob (but not both) came.

   b. John \textit{knows} who came.
    \(\triangleright\) Someone came.
Additional set of inference patterns

Entailments (⇒) and presuppositions (▷) associated with *wh*-complements of the factive verb *know*

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>K5</td>
<td>$x$ knows whether $A$ or $B$, $A$</td>
<td>$x$ knows that $A$</td>
</tr>
<tr>
<td>K6</td>
<td>$x$ knows whether $A$ or $B$, $B$</td>
<td>$x$ knows that $B$</td>
</tr>
<tr>
<td>K7</td>
<td>$x$ knows who $F$, $F(a)$</td>
<td>$x$ knows that $F(a)$</td>
</tr>
<tr>
<td>K8</td>
<td>$x$ knows who $F$</td>
<td>someone $F$</td>
</tr>
<tr>
<td>K9</td>
<td>$x$ knows whether $A$ or $B$</td>
<td>$A$ or $B$ (but not both)</td>
</tr>
</tbody>
</table>

Tanaka et al. (2017) does not discuss these inferences.
Proof-theoretic approach to factivity inferences

- The standard approach to attitude (factive and non-factive) verbs: Hintikka’s possible world semantics
- There has been little attempt to formalize factivity inferences from a proof-theoretical perspective.
- Various proof systems for knowledge and belief have been developed in the context of epistemic logic (Meyer and van der Hoek, 2004).
- But they are mainly concerned with knowledge and belief themselves, not with how they are expressed in natural languages, nor with linguistic phenomena such as factivity presuppositions.
- Our study aims to fill this gap.
Proposal in a nutshell

1. Factive and non-factive verbs select for different semantic objects (Vendler, 1972; Parsons, 1993; Ginzburg, 1995)
   - Non-factive verb *believe* selects for a proposition
   - Factive verb *know* selects for a fact

   In a dependently-typed setting:
   \[
   \text{fact} \approx \text{proof (evidence) of a proposition} \\
   x \text{ knows that } P \approx x \text{ has a proof (evidence) that } P
   \]

2. Combining this idea with the anaphora/presupposition resolution mechanism in DTS.
   \[
   x \text{ knows that } P \approx x \text{ has evidence that } P
   \]
Digression: Factives in Japanese (1)

Two types of complementizers in Japanese (Kuno, 1973)

1. factive complementizer: *koto-o* introduces a factive complement
2. non-factive complementizer: *to* introduces a non-factive complement

Pietroski (2005):

(12)  

John-TOP Mary-NOM came COMP-ACC explain-PAST.  
‘John explained the fact that Mary came.’

b. John-wa Mary-ga kita *to* setumeisi-ta.  
John-TOP Mary-NOM came COMP-ACC explain-PAST.  
‘John explained that Mary came.’

* Only (12a) generates factivity inference.
Factive verb *siru* ‘know’ can be combined with both factive and non-factive complementizers.

(13)  a. John-wa Mary-ga kita *koto*-o
    John-TOP Mary-NOM came COMP-ACC
    sit-teiru.
    know-RESULT-STATE.
    ‘John knows (the fact) that Mary came.’

    b. John-wa Mary-ga kita *to*
    John-TOP Mary-NOM came COMP-ACC
    sit-teiru.
    know-RESULT-STATE.
    ‘John knows that Mary came.’

Both (13a) and (13b) generate factivity inferences.
Factives in Japanese (3)

- Some people judge that non-factive complementizers to in (13b) is less acceptable.
- But, if the verb takes the form sit-ta ‘know’ denoting change of states, non-factive complementizer to is perfectly acceptable.

(14) a. John-wa Mary-ga kita koto-o
John-TOP Mary-NOM came COMP-ACC
sit-ta.
know-CHANGE-OF-STATE.
‘John came to know the fact that Mary came.’

b. John-wa Mary-ga kita to
John-TOP Mary-NOM came COMP
sit-ta.
know-CHANGE-OF-STATE.
‘John came to know that Mary came.’

Question: Where does the factivity inference in (13a) and (14a) come from? (the factive verb siru or the factive complementizer koto-o)
Factives in Japanese (4)

- Non-factive verb *sinzi-teiru* ‘believe’ is combined with both factive complementizer *koto-o* and non-factive complementizer *to*.

(15) a. John-wa Mary-ga kita *koto-o*
    John-TOP Mary-NOM came COMP-ACC
    *sinzi-teiru*.
    believe-RESULT-STATE.
    ‘John believes the fact that Mary came.’

b. John-wa Mary-ga kita *to*
    John-TOP Mary-NOM came COMP
    *sinzi-teiru*.
    believe-RESULT-STATE.
    ‘John believes that Mary came.’
Introducing dependent types
Function types — Simple types

$f$ is a function from natural numbers to natural numbers:

\[ f : \text{Nat} \rightarrow \text{Nat} \]

$sort$ is a function from lists to lists:

\[ sort : \text{List} \rightarrow \text{List} \]

$walk$ is a function from entities to propositions:

\[ walk : \text{Entity} \rightarrow \text{Prop} \]
Introducing dependent types

Function types — Simple types

\( f \) is a function from natural numbers to natural numbers:

\[
\begin{align*}
  f & : \text{Nat} \rightarrow \text{Nat} \\
\end{align*}
\]

\( sort \) is a function from lists to lists:

\[
\begin{align*}
  sort & : \text{List} \rightarrow \text{List} \\
\end{align*}
\]

\( walk \) is a function from entities to propositions:

\[
\begin{align*}
  walk & : \text{Entity} \rightarrow \text{Prop} \\
\end{align*}
\]

Function application

\[
\begin{align*}
  f & : A \rightarrow B \\
  a & : A \\
  \frac{}{f(a) : B} \\
\end{align*}
\]

Propositions-as-Types principle (Curry-Howard correspondence):

\[
\begin{align*}
\text{Function type} & \approx \text{Implication} \\
A \rightarrow B & \approx A \rightarrow B \\
\end{align*}
\]
Generalized function types ($\Pi$-types)

$f$ is a function that given a natural number $n$ returns a list of length $n$

$$f : (\forall n : \text{Nat}) \text{List } n$$

The range of a function depends on its domain

Generalized function application

$$f : (\forall x : A) B(x) \quad a : A$$

$$\frac{}{f(a) : B(a)}$$

<table>
<thead>
<tr>
<th>Generalized function type</th>
<th>$\approx$</th>
<th>Universal quantifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\forall x : A) B$</td>
<td></td>
<td>$(\forall x : A) B$</td>
</tr>
</tbody>
</table>
Generalized function types ($\Pi$-types)

$f$ is a function that given a natural number $n$ returns a list of length $n$

$$f : (\Pi n : \text{Nat}) \text{List } n$$

The range of a function depends on its domain

Generalized function application

$$f : (\Pi x : A) \ B(x) \quad a : A \quad f(a) : B(a)$$

<table>
<thead>
<tr>
<th>Generalized function type</th>
<th>$\approx$</th>
<th>Universal quantifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\Pi x : A) B$</td>
<td></td>
<td>$(\forall x : A) B$</td>
</tr>
</tbody>
</table>

- If the term $n$ does not occur free in the range:

$$f : (\Pi n : \text{Nat}) \text{List}$$

We can simply write:

$$f : \text{Nat} \rightarrow \text{List}$$

- Implication $\rightarrow$ is a degenerate form of universal quantifier.
Generalized Pair types ($\Sigma$-types)

$(a, b)$ is a pair of entities

$$(a, b) : \text{Entity} \times \text{Entity}$$

<table>
<thead>
<tr>
<th>Pair type</th>
<th>Conjunction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \times B$</td>
<td>$A \land B$</td>
</tr>
</tbody>
</table>

Projection functions:

1. $(a, b) = a$
2. $(a, b) = b$
Generalized Pair types ($\Sigma$-types)

$(a, b)$ is a pair of entities

$$(a, b) : \text{Entity} \times \text{Entity}$$

<table>
<thead>
<tr>
<th>Pair type</th>
<th>Conjunction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A \times B$</td>
<td>$A \land B$</td>
</tr>
</tbody>
</table>

Generalized pair types ($\Sigma$-types)

$(n, l_n)$ is a pair of natural number $n$ and a list of length $n$.

$$(3, [a, b, c]) : (\Sigma x : \text{Nat}) \text{List } x$$

<table>
<thead>
<tr>
<th>Generalized pair type</th>
<th>Existential quantifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\Sigma x : A) B$</td>
<td>$(\exists x : A) B$</td>
</tr>
</tbody>
</table>

- If $x$ does not occur free in $B$, $(\Sigma x : A) B$ is written as $A \land B$
- Conjunction is a degenerate form of existential quantifier.
- Projection functions: $\pi_1(a, b) = a$ and $\pi_2(a, b) = b$
Two motivations for dependent types in NLS

1. Rich type structures provide the representation of partial function/predicate
   Cf. Type Presupposition (Asher, 2011)

2. The notion of proof terms
   Representing contexts as proof terms (Ranta, 1994)
Rich type structures

Example: predicates relativized to a world:

With simple types, we have:

\[
\text{walk} : \text{World} \rightarrow \text{Entity} \rightarrow \text{Prop}
\]

With dependent types, we can express a more fine-grained type:

\[
\text{walk} : (\forall w : \text{World})(\text{Entity}_w \rightarrow \text{Prop})
\]

\text{walk} is a function from worlds \( w \) to functions from entities of world \( w \) to propositions (variable domain)

Applications to modal subordination (Tanaka et al., 2014)
Partial-function approach

Partial-function approach:
- Presupposition triggers express partial functions.

Heim and Kratzer (1998):

\( [[\text{the}]] = \text{the function such that given a function } F \text{ of type } e \rightarrow t, \)
- it returns the unique \( x \) such that \( Fx \), if there is exactly one \( F \);
- undefined, otherwise.

\[
[[\text{the}]] = \lambda F : \begin{cases} 
F \in D_{e \rightarrow t} \land \exists! x (Fx) . \forall y F(y) \\
\text{definedness condition}
\end{cases}
\]

- If the definedness condition (\( \approx \) presupposition) does not hold, the sentence fails to deliver a truth-value
Partial-function approach (cont.)

More generally, presupposition triggers denote partial functions of the form:

$$\lambda x : \varphi(x). \psi(x)$$

where $\varphi(x)$ is the definedness condition and $\psi(x)$ is the body of the function.

Questions:

- What is the type of $\lambda x : \varphi(x). \psi(x)$?
- What is a proper type system for partial functions?
A suggestive example

1. sort is a function such that given a list $x$, if there is a total order over $x$, it returns an ordered permutation of $x$.

   $$\text{sort : } (\forall x : \text{List}) (\text{totally\_ordered } x \rightarrow \text{List})$$

We can freely mix propositions and types!
A suggestive example

1. **sort** is a function such that given a list $x$, if there is a total order over $x$, it returns an ordered permutation of $x$.

   \[
   \text{sort} : (\forall x : \text{List})(\text{totally\_ordered } x \rightarrow \text{List})
   \]

We can freely mix propositions and types!

2. **index** is an indexing function to access the $i$-th elements of lists of length $n$:

   \[
   \text{index} : (\forall i : \text{Nat})(\forall n : \text{Nat})(i \leq n \rightarrow \text{List } n \rightarrow \text{Entity})
   \]

Propositions `totally_ordered x` and $i \leq n$ imposes a condition on inputs over which the function is defined.
General Scheme

If we have an $n$-place partial function having “type”

$$A_1 \rightarrow \cdots \rightarrow A_n \rightarrow B,$$

then we can define a predicate $\Phi$ that characterizes the inputs over which the function is defined.

The function will then be represented by a dependently typed function with $n + 1$ arguments of the form:

$$(\Pi x_1 : A_1) \ldots (\Pi x_n : A_n)(\Phi(x_1, \ldots, x_n) \rightarrow B).$$
Example 1: stop

(16) John stopped smoking.

In simple type theory:

   john : entity
   smoking : entity → Prop
   stop : (entity → Prop) → entity → Prop

In dependent type theory:

   john : entity
   smoking : entity → Prop
   used_to : Prop → Prop
   stop : (ΠF : entity → Prop)(Πx : entity)(used_to F(x) → Prop)
Example 2. Definite descriptions

In simple type theory:

\[ \text{the : } (\text{entity } \rightarrow \text{Prop}) \rightarrow \text{entity} \]

In dependent type theory:

\[ \text{the : } (\prod F : \text{entity } \rightarrow \text{Prop})(\Sigma x : \text{entity}) F(x) \rightarrow \text{entity} \]
Example 3. know

In simple type theory:

\[
\text{know} : \text{Prop} \to \text{entity} \to \text{entity}
\]

In dependent type theory:

\[
\text{know} : (\prod P : \text{Prop})(\prod x : \text{entity})(P \to \text{Prop})
\]

(17) John knows that it is raining.
\[
\rightsquigarrow \text{know}([[\text{it is raining}]])([[\text{john}]])(t) : \text{Prop}
\]

Here, \( t \) is a proof term of the proposition \([[\text{it is raining}]]\)
The notion of proof terms

Propositions-as-types:

\[(\prod x : \text{Entity})(\text{walk } x) : \text{Prop}\]

\[u : (\prod x : \text{Entity})(\text{walk } x)\]

- \(u\) is a proof-term of the proposition ‘everyone walks’.
- Predicate \(\text{walk}(x)\) by itself is a dependent type
Representing contexts as proof terms

Donkey anaphora:

(18) *Someone* entered. *He* smiled.
\[ \exists x \ (\text{enter}(x)) \land \text{smile}(x) \]

Two sentences are conjoined by \( \Sigma \)-types:

(19) *Someone* entered. *He* smiled.
\[ (\Sigma u : (\Sigma x : \text{Entity}) \ \text{enter}(x)) \ \text{smile}(\pi_1 u) \]

- The first sentence introduces a pair of an entity \( x \) and a proof that \( x \) entered.
- Generalization to a wider range of discourse phenomena (Ranta, 1994)
Representing contexts as proof terms

Donkey anaphora:

(18) **Someone** entered. *He* smiled.
    \[ \exists x \ (\text{enter}(x)) \land \text{smile}(x) \]

Two sentences are conjoined by $\Sigma$-types:

(19) **Someone** entered. *He* smiled.
    \[ (\Sigma u : (\Sigma x : \text{Entity}) \ \text{enter}(x)) \ \text{smile}(\pi_1 u) \]

- The first sentence introduces a pair of an entity $x$ and a proof that $x$ entered.
- Generalization to a wider range of discourse phenomena (Ranta, 1994)

What is the semantic representation of the pronoun in @?

(20) **Someone** entered. *He* smiled.
    \[ (\Sigma u : (\Sigma x : \text{Entity}) \ \text{enter}(x)) \ \text{smile}(\oplus) \]

- calls for underspecification (\(\rightsquigarrow\) Dependent Type Semantics, DTS)
Dependent interpretation of pronouns

- The interpretation of a pronoun can be sensitive to dependency relations between objects. (van den Berg 1996; Krifka 1996; Nouwen 2003; Brasoveanu 2008)

(21) Every\(^1\) boy received a\(^2\) present. They\(_1\) opened it\(_2\).

- When the first sentence receives subject wide-scope reading (\(\forall-\exists\) reading), the second sentence receives the interpretation that each boy opened the present he received.

Tanaka et al. (2016):

\[(\Sigma f : \#[\text{Every boy received a present}]) \#[\text{they opened it}](f)\]

1. The \(\forall-\exists\) reading of the initial sentence induces a dependency relation between entities. \(\rightsquigarrow\) represented by objects of \(\Pi\)-types

2. One needs to construct the referent of the pronoun \(\text{it}\) by using the information from two sentences.
Functional discourse referents (Ranta, 1994)

- Examples attributed to L. Karttunen in Hintikka and Carlson (1979); Ranta (1994)

(22)  a. Every boy received a\(^1\) present. Some boy opened it\(_1\).  
     b. If every boy received a\(^1\) present, some boy opened it\(_1\).

(23) Every boy received a\(^1\) present. Every young boy opened it\(_1\).  
     (van den Berg, 1996)

- A functional discourse referent is passed to the subsequent discourse by means of \(\Sigma\)-types.

\((\Sigma f : [[\text{every boy received a present}]] ) [[\text{some boy opened it}]](f)\)
Dependent Type Semantics (DTS)

- ESSLLI2016 course:
  Daisuke Bekki and Koji Mineshima
  An Introduction to Dependent Type Semantics
  http://esslli2016.unibz.it/?page_id=216
  https://www.dropbox.com/sh/u11zu09r9rshsgm/AADq8BmjkB3K0VY8sPmXGo6Ca?dl=0

Notation

<table>
<thead>
<tr>
<th></th>
<th>Martin-Löf Logic</th>
<th>Agda</th>
<th>DTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Π-type</td>
<td>(Πx : A) B</td>
<td>∀x : A. B</td>
<td>(x:A) → B</td>
</tr>
<tr>
<td>Σ-type</td>
<td>(Σx : A) B</td>
<td>∃x : A. B</td>
<td>(x : A) × B</td>
</tr>
<tr>
<td>Function-type Implication</td>
<td>A → B</td>
<td>A → B</td>
<td>A → B</td>
</tr>
</tbody>
</table>
| Product-type | A ∧ B | A ∧ B | A × B | [A]
| Conjunction    |                  |      |      | [A] [B] |
Common nouns : types or predicates?

- Ranta (1994) and Luo (2012a,b) avoid the use of the type \textit{entity} and represent common nouns themselves as types.
- Their approach is called \textbf{Modern Type Theory (MTT)}

(24) A man walks.

(25) \textbf{MTT}

\begin{align*}
& a. \quad \left[ x : \text{man} \right] \quad \text{\textit{\footnotesize notational variant}} \\
& \quad \text{walk}(x) \\
& b. \quad (\exists x : \text{man}) \text{walk}(x)
\end{align*}

(26) Signature:

\begin{align*}
& a. \quad \text{man} : \text{type} \\
& b. \quad \text{walk} : \text{man} \rightarrow \text{type}
\end{align*}
Common nouns : types or predicates?

(24) A man walks.

(27) **DTS**

\[
\begin{array}{c}
  \text{u: } [x: \text{entity}] \\
  \text{man (x)} \\
  \text{walk (}\pi_1 u) \\
\end{array}
\]

(28) Signature:

a. entity: type

b. man: entity → type

c. walk: entity → type
Common nouns: types or predicates?

(29) Every boy walks.

(30) **MTT**

a. \((x:\text{boy}) \rightarrow \text{walk}(x)\)

b. \((\forall x : \text{boy}) \text{walk}(x)\)

- boy : type
- walk : boy \rightarrow type

(31) **DTS**

\(\left( u : \left[ x : \text{entity} \atop \text{boy}(x) \right] \right) \rightarrow \text{walk}(\pi_1 u)\)

- entity : type
- boy : entity \rightarrow type
- walk : entity \rightarrow type
The problem of predicate nominals

How to interpret *predicational sentence* in MTT?

(32)  
  a. John is a student.  
  b. This is a book.

(33)  
  a. Bob considers Mary a genius.  
  b. Mary became a doctor.

1. Predicational sentences stand for judgements?

(34)  
  a. John is a student.  
  b. John is not a student.  
  c. If John is a student, then ...

- Judgement *john : student* can neither be negated nor embedded under a logical operator.
The problem of predicate nominals

2. The Russell-Montague’s analysis?

(35) a. John is a man. \[
\begin{array}{l}
x: \text{man} \\
\text{john} =_{\text{man}} x
\end{array}
\]

b. John is not a man. \[
\neg \begin{array}{l}
x: \text{man} \\
\text{john} =_{\text{man}} x
\end{array}
\]

c. If John is a man, then ... \[
\begin{array}{l}
x: \text{man} \\
\text{john} =_{\text{man}} x
\end{array} \rightarrow \ldots
\]
The problem of predicate nominals

Problem 1

(36) # John is a man\(^1\). He\(_1\) is .... (Kuno, 1970; Mikkelsen, 2005)

\[
\begin{align*}
  u: & \quad [x: \text{man} \\
  \text{john} & \equiv_{\text{man}} x \\
  \ldots & \pi_1 u \ldots
\end{align*}
\]

- A predicate nominal does not introduce a discourse referent.
- The Russell-Montague analysis implemented on \(\Sigma\)-types predicts that it does.
The problem of predicate nominals

Problem 2

- \( \text{john} =_{\text{man}} x \) is well-formed only if \( \text{john} : \text{man} \) is provable.

\[
\frac{A : \text{type} \quad t : A \quad u : A}{t =_A u : \text{type}} = F
\]

- (35b, c) presuppose that John is a man!

(35)  

b. John is not a man.  
\( \neg \left[ x : \text{man} \atop \text{john} =_{\text{man}} x \right] \)

c. If John is a man, then ...  
\( \left[ x : \text{man} \atop \text{john} =_{\text{man}} x \right] \rightarrow \ldots \)

- Chatzikiyiakidis and Luo (2016) propose a new semantic for negation and conditional in MTT to avoid this problem.
A proof term $t$ must be a tuple $((j, p_1), p_2)$ consisting of:

- $j : \text{entity}$
- $p_1 : \text{man}(j)$ i.e. a proof that $j$ is a man.
- $p_2 : \text{enter}(j)$ i.e. a proof that $j$ entered.

proof terms $\approx$ (structured) assignment functions
Underspecified terms
What is the semantic representation (SR) for (38)?

(38) The elevator is clean.

(39) There is an elevator and it is clean.

Presupposition Assertion
▷ Anaphoric dependency across the two-dimensions

- Presupposition triggers introduce underspecified terms @.
- A term of the form @ A is called type annotation and specifies that the term @ has a type A.

SR for (38) in DTS:

(40) clean \left( \pi_1 \left( @_i \left[ x: \text{entity} \right| \text{elevator}(x) \right] \right) \right)

- The annotated type A in @_i A represents the presupposition
Underspecified terms

For (40) to be well-formed, one needs to construct a term for the type \[ x: \text{entity} \] \[ \text{elevator}(x) \]

- Take the first projection \( \pi_1 \) of a pair \((x, p)\) where we have \(x : \text{entity}\) and \(p : \text{elevator}(x)\).
Nested presupposition

John’s sister is happy.

\[
\text{happy} \left( \pi_1 \left( @_i \left[ x: \text{entity} \right. \right. \left. \left. \text{sister}(x, \text{john}) \right] \right) \right)
\]

John’s sister’s husband is happy.

\[
\text{happy} \left( \pi_1 \left( @_1 \left[ x: \text{entity} \right. \right. \left. \left. \text{husband}(x, \pi_1 \left( @_2 \left[ y: \text{entity} \right. \right. \left. \left. \text{sister}(y, \text{john}) \right] \right) \right) \right) \right)
\]
Type checking: an example

The elevator is clean

\[ \sim \quad \text{clean} \left( \pi_1 \left( \@_1 \left[ x: \text{entity elevator}(x) \right] \right) \right) \]

\[ \quad : \text{type} \]
Type checking: an example

The elevator is clean

$$\rightsquigarrow \text{clean} \left( \pi_1 \left( \@_1 \left[ x: \text{entity} \right] \text{elevator}(x) \right) \right)$$

---

```
clean : entity \rightarrow type

\[ \text{clean} \left( \pi_1 \left( \@_1 \left[ x: \text{entity} \right] \text{elevator}(x) \right) \right) : \text{type} \]  (\Pi E)
```
Type checking: an example

The elevator is clean

\[ \leadsto \text{clean} \left( \pi_1 \left( \@_1 \left[ x : \text{entity} \vspace{10pt} \right. \text{elevator}(x) \left. \right] \right) \right) \]

\[ \text{clean} : \text{entity} \rightarrow \text{type} \quad \pi_1 \left( \@_1 \left[ x : \text{entity} \vspace{10pt} \right. \text{elevator}(x) \left. \right] \right) : \text{entity} \quad (\Sigma E) \]

\[ \text{clean} \left( \pi_1 \left( \@_1 \left[ x : \text{entity} \vspace{10pt} \right. \text{elevator}(x) \left. \right] \right) \right) : \text{type} \quad (\Pi E) \]
Type checking: an example

The elevator is clean

\[ \sim \text{clean} \left( \pi_1 \left( \otimes_1 \left[ x: \text{entity} \quad \text{elevator}(x) \right] \right) \right) \]
Type checking: an example

The elevator is clean

\[ \leadsto \text{clean} \left( \pi_1 \left( \iota_1 \left[ x: \text{entity} \varepsilon_{\text{elevator}(x)} \right] \right) \right) \]
Type checking: an example

The elevator is clean

\[
\sim \text{clean} \left( \pi_1 \left( \ominus_1 \left[ \begin{array}{c} x: \text{entity} \\ \text{elevator}(x) \end{array} \right] \right) \right)
\]

\[
\pi_1 \left( \ominus_1 \left[ \begin{array}{c} x: \text{entity} \\ \text{elevator}(x) \end{array} \right] \right) : \text{entity}
\]

\[
\ominus_1 \left[ \begin{array}{c} x: \text{entity} \\ \text{elevator}(x) \end{array} \right] : \text{type}
\]

\[
\text{clean} : \text{entity} \rightarrow \text{type}
\]

\[
\pi_1 \left( \ominus_1 \left[ \begin{array}{c} x: \text{entity} \\ \text{elevator}(x) \end{array} \right] \right) : \text{type}
\]
Type checking: an example

The elevator is clean

\[ \leadsto \text{clean} \left( \pi_1 \left( \Theta_1 \left[ x : \text{entity elevator}(x) \right] \right) \right) \]
Proof search + @-elimination

Suppose we have in a background context $\mathcal{K}$:

\[ t : \text{entity}, \ u : \text{elevator}(t). \]

Then we can prove:

\[ \mathcal{K} \vdash (t, u) : \left[ x : \text{entity} \vDash \text{elevator}(x) \right] \]

Replace the @-term with a constructed proof term:

\[
\text{clean} \left( \pi_1 \left( \ominus_1 \left[ x : \text{entity} \vDash \text{elevator}(x) \right] \right) \right) \rightsquigarrow \text{clean} (\pi_1(t, u)) \\
\rightarrow_{\beta} \text{clean} (t)
\]
The projection inferences of presupposition can be naturally accounted for using the framework of DTS.

Consider how to derive the presupposition projected out of negation.

Note that negation is defined to be an implication of the form $\neg A \equiv A \rightarrow \bot$, where $\bot$ is the absurdity type, i.e., the type that has no inhabitants.

Given the formation rule for the bottom type shown on the left below, the formation rule for negation can be derived as on the right:

\[
\begin{align*}
\bot &: \text{type} \\
\frac{}{\bot} & \quad (\bot F) \\
\frac{A : \text{type}}{\neg A : \text{type}} & \quad (\neg F)
\end{align*}
\]
According to the formation rule ($\neg F$) for negation, the proposition $A$ and its negation $\neg A$ have the same presupposition.

**Example:**

The king of France is not bald.

\[
\text{SR} \quad \neg \text{bald} \left( \pi_1 \left( \zeta_1 \left[ \begin{array}{l} x: \text{entity} \\ \text{king}(x, f) \end{array} \right] \right) \right)
\]
Projection

Type checking:

\[ \begin{array}{c}
\text{bald} : \text{entity} \rightarrow \text{type} \\
\pi_1 \left( \@_1 \left[ x : \text{entity} \right] \right) : \text{entity} \\
\text{bald} \left( \pi_1 \left( \@_1 \left[ x : \text{entity} \right] \right) \right) : \text{type} \\
\neg \text{bald} \left( \pi_1 \left( \@_1 \left[ x : \text{entity} \right] \right) \right) : \text{type}
\end{array} \]
Projection

- The same inference is triggered for the antecedent of a conditional sentence like (41):

  (41) If the king of France is wise, people will be happy.

- Note that the formation rule for implication is the following:

  \[
  \frac{A : \text{type} \quad B : \text{type}}{A \rightarrow B : \text{type}} \quad (\rightarrow F)
  \]

  This is a special case of \(\Pi\)-formation rule:

  \[
  \frac{\vdash u : A}{u : A} \quad (\Pi F)
  \]

  If \(u\) does not occur in \(B\), \(\Pi\)-formation rule reduces to \(\rightarrow\)-formation rule.
Filtering

- The present account can explain the filtering inference without further stipulation.
- Take a look at the case of a conditional sentence:

  (42) If France has a king, the king of France is wise.

\[
\text{SR}\left(u: \begin{bmatrix} x: \text{entity} \\ \text{king}(x, f) \end{bmatrix}\right) \rightarrow \text{wise}\left(\pi_1\left(\ominus_1\begin{bmatrix} x: \text{entity} \\ \text{king}(x, f) \end{bmatrix}\right)\right)
\]
Filtering

Formation rules for $\Pi$-type and $\Sigma$-type:

\[
\begin{align*}
\frac{x : A}{(x : A) \rightarrow B(x) : \text{type}} & \quad \text{\(\Pi F\)} \\
\frac{A : \text{type}}{A : \text{type} \quad B(x) : \text{type} \quad (x : A) \rightarrow B(x) : \text{type}} & \quad \text{\(\Sigma F\)}
\end{align*}
\]

Compare:

\[
\begin{align*}
\frac{x : A}{\forall x : A. B(x) : \text{type}} \\
\frac{A : \text{type} \quad B(x) : \text{type}}{\exists x : A. B(x) : \text{type}}
\end{align*}
\]

- How presuppositions are inherited can be read off from the formation rules under the propositions-as-types principle!
Filtering

Type checking:

\[
\begin{align*}
\left[ x: \text{entity} \right] : \text{type} & \quad u : \left[ x: \text{entity} \right] \\
\left[ x: \text{entity} \right] : \text{type} & \quad u : \left[ x: \text{entity} \right] \\
\left[ x: \text{entity} \right] : \text{type} & \quad u : \left[ x: \text{entity} \right] \\
\end{align*}
\]
Filtering

[@-elimination]: Replace the term $\mathord{\mathrel{@}} \, [x: \text{entity king}(x, f)]$ by $u: [x: \text{entity king}(x, f)]$:

\[
\frac{\pi_1 \left( u \right) \, \left[ x: \text{entity king}(x, f) \right] \, : \, \text{type}}{\left( u: \left[ x: \text{entity king}(x, f) \right] \right) \, \rightarrow \, \text{wise} \left( \pi_1 \left( \mathord{\mathrel{@}} \, \left[ x: \text{entity king}(x, f) \right] \right) \right) \, : \, \text{type}}
\]

\[
\frac{\frac{\pi_1 \left( u \right) \, \left[ x: \text{entity king}(x, f) \right] \, : \, \text{type}}{\left( u: \left[ x: \text{entity king}(x, f) \right] \right) \, \rightarrow \, \text{wise} \left( \pi_1 \left( \mathord{\mathrel{@}} \, \left[ x: \text{entity king}(x, f) \right] \right) \right) \, : \, \text{type}}}{\frac{u \, : \, [x: \text{entity king}(x, f)]}{\left( u: \left[ x: \text{entity king}(x, f) \right] \right) \, \rightarrow \, \text{wise} \left( \pi_1 \left( \mathord{\mathrel{@}} \, \left[ x: \text{entity king}(x, f) \right] \right) \right) \, : \, \text{type}}}
\]
@-elimination: Replace the term \( \odot_1 \left[ x: \text{entity} \right. \right. \left. \left[ \text{king}(x, f) \right] \] by \( u : 1 \):

\[
\begin{align*}
\text{wise} : & \text{entity} \to \text{type} \\
\pi_1 u : & \text{entity} \\
\text{wise} (\pi_1 u) : & \text{type} \\
\left( u : \left[ x: \text{entity} \right. \right. \left. \left[ \text{king}(x, f) \right] \right) \to \text{wise} (\pi_1 u) : & \text{type}
\end{align*}
\]
Factive presupposition

Factive and non-factive predicates have different semantic types:

- A non-factive predicate like `believe` takes an entity and a proposition (= type) as argument:
  
  \[
  \text{believe} : \text{type} \rightarrow \text{entity} \rightarrow \text{type}
  \]

- A factive predicate takes a proof term for the embedded proposition as an extra argument:
  
  \[
  \text{know} : (p:\text{type}) \rightarrow \text{entity} \rightarrow p \rightarrow \text{type}
  \]

The SR `know(a, (P, e))` can read as:

- the agent `a` obtains evidence `e` of the proposition `P`
Factive presupposition

Lexical entry for know:
\[ \lambda p. \lambda x. \text{know} \left( x, (p, @_i p) \right) : (S\backslash NP)/S \]

- The argument \( p \) is a proposition expressed by the complement of know.
- The underspecified term \( @_ip \) requires to construct a proof term of \( p \), i.e., to find evidence of the proposition \( p \).
- If such a proof term is constructed, it fills the third argument position of the predicate know.
- In sum, the sentence \( x \) knows that \( P \) presupposes that there is a proof (evidence) of \( P \) and asserts that the agent \( x \) obtains it, i.e., \( x \) has a proof (evidence) of the proposition \( P \).
Factive presupposition

(43) John knows that Mary came.

CCG-Parsing and semantic composition:

\[
\begin{array}{c}
\text{John} \\
\text{NP} \\
\text{knows} \\
\text{that} \\
\text{Mary came}
\end{array}
\]

\[
\begin{array}{c}
\lambda p. p \\
\lambda x. \text{know} (x, (p, @1 p)) \\
\lambda x. \text{know} (x, (\text{came}(m), @1 \text{came}(m))) \\
\text{know} (j, (\text{came}(m), @1 \text{came}(m)))
\end{array}
\]

\[
\begin{array}{c}
\text{that} \\
\text{Mary came} \\
\text{came}(m) \\
\text{came}(m)
\end{array}
\]
Factive presupposition

(43) John knows that Mary came.

\[
\text{SR} \; \text{know} \left( j, (\text{came}(m), \@_1 \text{came}(m)) \right)
\]

- The underspecified term \@_1 has the annotated type came\((m)\).
- Thus, in the same way as the examples we saw before, presuppositional inferences triggered by factive predicates can be derived as type checking derivations.
- It is easily checked that this is the case even when the factive predicate appears in negated sentences and conditionals.
- The projection and filtering inferences can be accounted for in the same way as before.
Binding problem

- A sentence like (44) is known to pose the so-called binding problem (Karttunen, 1971; Karttunen and Peters, 1979; Cooper, 1983).

(44) A student regrets that he talked.

\[
\text{Presupposition: } \exists x (\text{student}(x) \land \text{talk}(x))
\]
\[
\text{Assertion: } \exists x (\text{student}(x) \land \text{regret}(x, \text{talk}(x)))
\]

- The complement clause of the factive predicate regret contains the pronoun he which is bound by the outside quantifier a student.
- If one separates the assertion and presupposition, any student who talked can satisfy the presupposition, independently of the assertive content.
- In a standard setting, there is no way to bind a variable in both assertion and presupposition with the same quantifier.
Binding problem

- DTS gives a solution to this problem.

A student regrets that he talked.

\[
\text{SR} \begin{cases}
  u : \begin{bmatrix} x : \text{entity} \\ \text{student}(x) \end{bmatrix} \\
  \text{regret} \left( \pi_1 u, \varnothing_2 \left( \text{talk} \left( \pi_1 \left( \varnothing_1 \left[ x : \text{entity} \right] \right) \right) \right) \right)
\end{cases}
\]

- In this SR, the underspecified term \( \varnothing_1 \) occurs inside the type annotated to the underspecified term \( \varnothing_2 \).

- For this SR to be well-formed, one first needs to resolve the inside underspecified term \( \varnothing_1 \):

\[
u : \begin{bmatrix} x : \text{entity} \\ \text{student}(x) \end{bmatrix} \vdash \quad \varnothing : \begin{bmatrix} x : \text{entity} \\ \text{male}(x) \end{bmatrix}
\]
Binding problem

- This makes a prediction that (44) presupposes that every student (in a given context) is male.
- This prediction is similar to Heim’s (1983) dynamic semantics.
- Suppose that we have the following in the global context:

\[ f : (u : [x : \text{entity student}(x)]) \rightarrow \text{male}(\pi_1 u) \]

Then we can construct a term for \(@_1\) as:

\[ \lambda c. (\pi_1(\pi_2 c), f(\pi_2 c)) \]

- By substituting \(@_1\) by \@-elimination, we get:

\[
\begin{align*}
&[ u : [x : \text{entity student}(x)] ] \\
&[ \text{regret}(\pi_1 u, @_2 (\text{talk}(\pi_1 u))) ]
\end{align*}
\]
Finally, one needs to resolve the underspecified term $\oplus_2$:

$$u : \left[ x : \text{entity student}(x) \right] \vdash ? : \text{talk}(\pi_1 u)$$

Suppose that the following is in the signature:

$$g : \left( u : \left[ x : \text{entity student}(x) \right] \right) \rightarrow \text{talk}(\pi_1 u)$$

Then we get a term for $\oplus_2$ as $gu$.

By substituting $\oplus_2$ by $gu$, we get the final SR:

$$\left[ u : \left[ x : \text{entity student}(x) \right] \right]$$

$$\left[ \text{regret} (\pi_1 u, gu) \right]$$

A quantifier ($\Sigma$-type or $\Pi$-type) in the asserted content can bind a variable in the presupposed content annotated to an underspecified term.
NP-complements

Ambiguity of *know* (cf. Uegaki, 2016)

- *evidence*-taking reading: know

\[
\text{know} : \left[ \begin{array}{c}
\text{entity} \\
\tau : \text{type}
\end{array} \right] \rightarrow \text{type}
\]

- *acquaintance* reading: know\(_{np}\)

\[
\text{know}_{np} : \left[ \begin{array}{c}
\text{entity} \\
\text{entity}
\end{array} \right] \rightarrow \text{type}
\]

(45)  a. John knows the man.

b. \(\text{know}_{np}(x, \pi_1(@_i \left[ \begin{array}{c} x : \text{entity} \\
\text{man}(x) \end{array} \right]))\)

(46)  a. John knows the rumor that S.

b. \(\text{know}_{np}(x, \pi_1(@_i \left[ \begin{array}{c} \tau : \text{type} \\
\tau = S \\
\text{rumor}(\tau) \end{array} \right]))\)
(47) $x$ believes the rumor that $S$. $\Rightarrow x$ believes that $S$.
   a. $\text{believe}(x, \pi_1(\@_i \left[ \begin{array}{c} p : \text{type} \\ p = S \\ \text{rumor}(p) \end{array} \right] )) \equiv \text{believe}(x, S)$
   b. $\text{believe}(x, S)$

(48) $x$ knows the rumor that $S$. $\not\Rightarrow x$ knows that $S$.
   a. $\text{know}_{np}(x, \pi_1(\@_i \left[ \begin{array}{c} p : \text{type} \\ p = S \\ \text{rumor}(p) \end{array} \right])) \equiv \text{know}_{np}(x, S)$
   b. $\text{know}(x, \@_i S)$

See Tanaka et al. (2017) for more details.
System demonstration — Implementation of DTS

ccg2lambda + DTS for Japanese and English
https://github.com/mynlp/ccg2lambda

Grammar/parser learning from treebank
- English CCGbank (Hockenmaier and Steedman, 2007)
- Japanese CCGbank (Uematsu et al., 2015)
Full Pipeline

Text

CCG parsing + semantic composition

Underspecified SR

Type checking

Proof construction / Accommodation

@-elimination

Fully specified SR

Determining entailment relations
Summary

- Applying DTS to the analysis of factive presuppositions.
- Common nouns are not types but predicates.
- In DTS, proofs are taken as first-class objects
  ⇒ Factive verbs are predicates over proof terms, while non-factive verbs are predicates over propositions.
- The notion of proof terms enables the unified treatment of factive presupposition and existence presupposition:
  ⇒ the same proof-construction mechanism underlies the presuppositions of factive verbs (eg. *know that S*) and definite description (*the F*).
- DTS avoids the Binding problem
- An extension to *wh*-complements and NP-complements
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